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Abstract

Perception on climate change is a prerequisite for adaptation. A number of studies have been

conducted to investigate perceptions on climate change. However, they rarely incorporate

analysis of climatic data to corroborate the findings. This study is a two- pronged attempt to

determine perceptions on climate change and to establish if they match the reality. Face to face

interviewshave been conducted on individuals at household levels in 15 villages in Chemelil and

Muhoroni Sugarcane growing area of Kisumu County involving 405 adult residents to elicit

perceptions. Climatic data consisting mainly of daily rainfall data for 23 years from Muhoroni

SugarCompany's central weather station has been analyzed to provide evidence on reality on the

same. Using InStat, a statistical package specially designed for analysis of climatic data. and

another, GenStat; descriptive statistics, inferential analysis of climatic events for trends and

Markovchain modelling of rainfall data have been utilized Chi-square tests for independence, t- .

test for equality of two means and regression analysis have been employed. The feelings of the

respondents tended to be influenced more by their perceived demands for rainfall. The overall

perception among gender irrespective of level of education was that there is climate change.

However, exploration and analysis of long term daily rainfall data do not reveal statistical

evidence of the same. Involving statistical analysis of climatic data would validate and reinforce

evidence based on perception and guide in more informed policy formulation and decision

makingon climate change related issues.

v

I-MASENC~UNIVERSiTYl
S.G. 5. L!BRARY _-'



CHAPTER 1: INTRODUCTION

1.1: Background information

Climateexerts a profound influence on the lives of poor populations who: depend on rain

fedsubsistenceagriculture for their livelihood and sustenance; are unprotected against climate-

related diseases; lack secure access to clean water and food; and are vulnerable to hydro-
meteorologicalhazards.

The impact of climate variability on development is two-fold: Climatic extremes, such as

droughtand flooding, take a direct toll on lives, health, livelihoods, assets and infrastructure,

while their unpredictability is an impediment to development even in years when climate

conditions are favorable. Climate directly impacts food and fiber production, and the

epidemiologyof infectious diseases. Severe or repeated climate shocks can push vtilnerable

households into a persistent poverty trap when their individual coping responses involve

divestmentof productive assets, such as livestock or land Without advanced warning, societal

safetynets are costly, and difficult to mobilize and target effectively.

Although less visible than extreme events, the indirect impact of climatic uncertainty is

an equally serious impediment to development. The inability to anticipate when climatic

extremeswill occur is a disincentive to investment, adoption of innovation and the success of

other development interventions. For the risk averse decision maker, climatic uncertainty

necessitatesshort planning horizons and conservative risk management strategies that buffer

againstclimatic extremes, but often at the expense of inefficient resource use, reduced average

productivityand profitability, and accelerated resource degradation due, for example, to under-

investmentin soil fertility inputs or conservation measures.

While climate change is the statistics of weather over time or space, climate variability

refers to time scales ranging from months to decades, falling between the extremes of daily

weatherand the long-term trends associated with climate change. According to the IPCC (2007)

report climate change is "the impact of an ever warmer planet brought by increased levels of

greenhousegases that are trapped in the atmosphere". The same report defines climate change as

"a change in the state of the climate that can be identified (e.g. using statistical tests)... by

changesthat persist for an extended period, usually decades or longer. It refers to any change in
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climateover time, whether due to natural variability or as a result of human activity." More, it

refersto global changes in the climate brought about by the rising concentration of greenhouse

gaseswhich arise from various human activities performed with increasing intensity since the

startof the industrial revolution. This therefore provides evidence that the world's changing

climateis caused by natural phenomena and human activity alike.

Houghton, Ding, & Griggs (2001) have alluded to the availability of evidence that

warmingexperienced in the last 50 years is mainly attributable to human activities. In the same

time span, global warming has been estimated to be in the range of 0.4-0.6oe as suggested by

Folland,Rayner, & Brown (2001). In the words of IPee (2007), such revelations inform and

enrichour thinking that there is climate change.

Increasing evidence shows that climate change is likely to adversely affect the African

continentand will be one of the most challenging issues for future development, particularly in

the drier regions. In fact, climate change is likely to have an impact on -ecosystem services,
agriculturalproduction and livelihoods (Sivakumar, Das, & Brunini, 2005).

In particular, climate change is expected to have serious environmental, economic and

socialimpact on our own country. The extent to which these impacts are felt depends on our

ability to detect any change and the extent of adaptation, both of which may largely be

influencedby perceptions.

While there are scientific agreements that climate change is ongoing and will continue to

beexperienced,measures aimed at directing strategies for adaptation are complicated by climatic

modelsthat point to increased temperatures but show a combination of complexity encompassing

bothincreasing and decreasing rainfall patterns.

Consequently, farming under semi-arid tropics, where season to season variability in

rainfall dictates productivity and profitability is rendered vulnerable and exposed as a risky

endeavourespecially for small and marginal farmers with limited land and financial resources.

Therefore, fanners are hard placed to make decisions such as which crop or variety to

grow on how much land, what inputs to use, and what soil, water and crop management

strategies to adopt, the outcome of which is directly linked to the amount and distribution of

rainfallduring the season.
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Due to the high variability and uncertainty associated with seasonal rainfall, farmers

make these decisions based on their knowledge and experience gained from several years of keen

observation, experimentation and practice in the field. Some of these decisions are based on

perceptions and can therefore be speculative and even driven by cultural stereotypes.

This study intends to identify perceptions people hold with regard to the emerging and

contemporary phenomenon of cl imate change and to determine if they match statistical evidence

on the reality. The question that may be asked at the onset is, <why should perception be of

interest in any study at this point in time'? The answer is simply that the literature on adaptations

is clear that perception is a prerequisite for adaptation (Maddison, 2006).

Among other challenges, the Kenyan highlands which were hitherto malaria free zones

are now confronted with the disturbing reality of highly drug-resistant strains of this tropical

ailment. This in effect reinforces the perception as to the actual existence of climate change.

While perceptions may be subjective and speculative, we expect that reality must be

objective, factual and backed by empirical evidence observed over a considerable period of time.

As suggested by Rebetez( 1996), human perceptions of climate are strongly influenced by

expectations which may have little relationship to the nature of climate as provided by

instrument records.

Meze-Husken (2004) has put up a case on human perceptions of the climate, its

variability and potential change as being important challenges in understanding climate .•society

interactions by stating that 'peoples' subjective observations may be confirmed by statistical data

with extreme events being interpreted as a confirmation of human-induced climate'. However,

perceptions are likely to be affected by overlooking the contribution of social and environmental

factors such as deforestation, population increase, soil erosion and agricultural practices in

place.'

An early perception was that climate change was going to occur in a gradual fashion in

the medium to long term (in the next 50 to 100 years). In 2006, Sergine et.al raised concern that

assessment reports produced by the Intergovernmental panel on climate change (IPee) provide

evidence that climate change is actually happening much faster than initially assessed.
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Many developing nations despite being insignificant contributors to errussion of

greenhousegases now demand immediate action to reverse the adverse effects of climate change.

To understand realities of climate change, there is need to analyse data based on elements

of weather, namely: rainfall, sunshine, temperature (minimum and maximum) and wind speed.

Analysisto determine statistical evidence may involve daily, monthly, seasonal and even annual

data.Climatebeing the average weather over time, it therefore compels us to study the historical

datafromthe same site over long time periods.

1.2: Basic concepts

A climatic event is a characteristic of interest for which there is only a single observed

valueea-ch year. A few examples may be sited to make this clear: considering the total rainfall in

Aprilwill always be a single value each year and is thus an event, a look at lO-dayrainfall totals

yieldsSo events because a year can be divided into 36 blocks of 10 days each. We can then

determine rainfall totals for each partition which will give 36 such distinct values (and thus

events).The longest dry spell in April is also an event. However, the length of dry spells in a

month is not an event. Other events include length of season, rainfall amount at the start of a

season,total rainfall in a growing season and extreme values.

Ancient data analysis relied on monthly data and other summaries for the understanding

of rainfall patterns (Stem & Coe, 1982). However present day analysis can be conducted on

climaticevents based on daily data using appropriate software. Our choice of events to study has

been informedby our clients who in this case are the respondents in our survey most of whom

are involvedin some kind of farming. Their concerns revolve knowledge of the .start, end and

lengthof rainy season, how rainfall amounts are distributed through the year and any risk of dry

spells.

1.2.1: Start of rains

The start of rains is an event. The best definition for it is one that meets a client's

objective in any statistical analysis. In this study with interest in climate change, focus is on

identification of any change in rainfall patterns or trends as evidence. Thus events explored
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include the start of rains bearing in mind the question if there any evidence of change in the start

of the rainy season which may have affected successful planting date.

The following definitions have been chosen to suit planting and germination of maize as

the main seasonal crop in the area have been used in this study.

a) The first occasion with more than 20mm in I or 2 days after 1st of March and no

dry spells of 7 days or more within the following 30 days.

b) The first occasion with more than 20mm in 1 or 2 days after I st April and no dry

spells of 7 days or more within the following 30 days.

1.2.2: Rainfall amounts and length of the season

The amount of rainfall at the start of the season is important as it gives an indication of

the time the farmers can do their planting. From the definition of the start of rains, this is

expected to be at least 20mm for each year. It is necessary to investigate how it has varied for

each year for the entire period.

A planting/growing season is the period of time from the planting up to when the plants

mature and are ready for harvesting. It includes all time when all field operations are undertaken

until the crops mature. The start of the rains determines the start of the season. The end of the

season is defined in terms of soil water balance as the first occasion after 1st July when the soil

water balance drops to zero.

The length of the season is calculated as the number of days from the start of rains and

the first occasion after I" July when the soil water balance drops to zero (i.e. the end of the

season). Changes in thelength of the season may be a pointer to change in the climate.

1.3: Modelling of rainfall data

The occurrence of rainfall on any day depends on the condition of previous days and

rainfall can therefore be considered as a random variable which follows the Markov chain. We

can then fit curves to probabilities of rain for days falling in classes of zero, 1st and ~dorder

Markov chain modelling. These are therefore conditional probabilities given the state of rain or

otherwise on preceding dates.
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1.3.1: The probability of rain

Given a record of n years and that a particular event occurred in m of these years, the

probability of that event occurring in any given year is given by ';. A curve is fitted to the

probabilities using the computer package InStat, which enables curves to be fitted to proportions

which, by definition, are not normally distributed as seen in short term rainfall data. As it was

described in (Stern, Dennett, & Garbutt, 1981), to ensure that the fitted curve is one of the

probabilities (p) should be transformed as: f = loge ~)
l-p

( 1.1)

This allows f to vary from - 00 (p=O) to + 00 (p= 1).

A function f (t) (where t is the day of the year) is fitted to the values of f and the fitted

probabilities are given by

.. e:"p (lCt))
A function given by p (t) = (t)

l+eJip(f. )
(1.2)

For the function F (t) of Fourier series ofn harmonics:

F (t) = Clo + G:1 sin x + b1 cos X + (;.2 sin 2x + 1;2 cos 2x + +allll sin tIX + b••cos n.:t (1.3)

rrt
where x=

366

This gives a function, which joins at the beginning and end of the year. This rather complex

curve with (2n+ 1) coefficients is required to describe the rainfall pattern through the year.

• Zero order: Probability of rain - p_f.

• First order: Probability of rain given that: Yesterday was dry - p_rd; Yesterday was

ramy - P_IT.

• Second order: Probability of rain given that: Yesterday dry, previous day dry, P3dd;

Yesterday dry, previous day rainy, p_Tdr; Yesterday rainy, previous day dry, p_ITd;

Yesterday rainy, previous day rainy, PJIT.
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1.3.2: Amounts of rain

Gamma distributions were fitted to amounts of rain on rainy days (zeros excluded).

(_k)1I: zk-i.e{':J
Thegammadistributionisgivenby:f(x)=:f(x/J.!,k)= p r(J,) (1.4)

Wherer is the gamma function and the two parameters of the distribution are: the mean rain per

rainyday (J.!)and the shape parameter, k.

1.4: Statement of the problem

Perceptions we hold on climate change may not match the reality. Surveys on perception

often guide policy formulation and decision making. However, results of surveys are rarely

validated by reality from analysis of climatic data. This study determines perceptions on climate

change and finds out if the same is confirmed by analysis of long term daily rainfall data from

the same site.

1.5: Objectives of the study

A survey on perceptions on climate change will be validated using analysis of historical

climatic data from the same site.
\

Specific objectives are:

• Determine perceptions on climate change using a survey.

• Determine evidence of climate change by analysing historical rainfall data.

• Analyse if results on the perceptions and evidence on realities match or not.
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1.6: Significance of the study

This study would:

• Lead to future surveys on perception on climate change being validated by evidence

based on analysis of climate data from the same site.

• Initiate all inclusive statistical analysis in measures aimed at mitigating the challenges of

climate change.

1. 7: Outline of the thesis

Chapter one is the introduction, chapter two is review of related literature, chapter three is

on Materials and Methods employed, chapter four is on analysis of perceptions on from survey

data, chapter five is about statistical analysis of climatic data and finally chapter six is about

summary,conclusions and recommendations followed by references and appendices.
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CHAPTER 2: LITERATURE REVIEW

2.1: Perceptions on climate change

2.1.1: Perceptions regarding changes in weather patterns

Climate change is happening and will continue into the future (Christensen, 2007). A

number of climatic factors of interest identified by farmers in earlier studies include the amount

and distribution of rainfall, the onset of rains and changes in temperature (Ra.o et al, 2011);

(Macharia et al, 2010); (Maddison, 2006); (Ovuka et al, 2000). The perception has been that

there is: decline in amount of rainfall, increased variability of rainfall and unpredictable rainfall

pattern'S,delayed 'as weB as 'Shifting 'Of the rmset 'Of mirrs, rncrease in temperature in aU the

months and decrease in temperature during the cool dry periods. Yields are said to have been

reduced and inability to grow some crops hitherto cultivated has since set in.

A study by Mertz et al (2009) showed that rural households in Sahel, Tunisia were aware

of climate variability and identifying wind and occasional excess rainfall as most destructive

climatic factors.

Seven in ten of the farmers in the four districts of lower Eastern province in Kenya were

found in a study by Rao, Ndegwa W, KizitoK, & A, (2011) to be aware of significant changes in

weather patterns over the previous 5 years. However, those accustomed to dry conditions were

lessconscious of change in climate than those in wetter areas.

Evidence from a number of African countries suggest that many farmers already

perceive climate to have become hotter and rains less predictable and shorter in duration (Cooper

et al, 2009); (Maddison, 2006) Farmer's perception is that the risk associated with variable

rainfall is greater than is currently thought.

Research has highlighted the critical role played by access to information in shaping

farmers' perceptions of climate variability (Deressa, 2009) and (Maddison, 2006). These studies

assert that farmers with access to weather information and those with many years of farming

experience are more likely to be aware of and concerned with changes in climate.

However, some researchers now more than before pay attention to local perception on

climate changes in an attempt to understand human adaptation to climate change. Meze-Husken,
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(2004)assertedthat understanding of the trends in a phenomenon such as rainfall is not clear cut

and seriously doubted fanners' ability to accurately discern climate trends by casual

observations. She expressed the fear that, more often than not, perceptions are easily influenced

by levelsof crop yields for any season and other factors such as level of education and the size of

thefield.

2.1.2: How perceptions tally with climan£ data

Perception being a prerequisite for adaptation, there is a strong link between perception

and behaviour. Perception of climate risk will always affect adaptation management (Thomas

et.al,2007).Perception of climate risk and perception in general is highly influenced by peoples'

opinioos and values, which are in turn influenced by the economic, cultural and social

environment(Thomas et.al, 2007).

Attempts have been made to investigate farmer perceptions and how they tally with

climatedata from the same site. As noted by Wes1,(2008) ; Meze-Husken, (2004) and Ovuka &

Lindqrist,(2000), a limited number of studies on farmer perception have made attempts to assess

the accuracy of the same with observed data on rainfall and temperature. A study by

Kurukulasuriya& Mendelsohn, (2008), in 11 African countries revealed that significant numbers

of fanners believed temperatures have increased but precipitation declined. The same views of

respondentsin most of the cases have been corroborated by what their neighbours felt had

happened.However, evidence on whether farmers' perceptions tallied with records from weather

stationswas equivocal. The records available covered shorter periods of time than the fanners

could remember. More glaring was that marginal and poor groups were unaware of climate

change.

Peoples' perceptions of rainfall decrease in northern Ethiopia were studied by Meze-

Husken,( 2004). The 1980s were remembered by most of the respondents as the worst because

of the large-scale famine conditions. However, climatic data used in the study found that this

decadewas on average the wettest in comparison with previous 4 decades, whereas the 1970s

showedthe lowest summer rains. Absence of a shift in seasons was also shown.

An examination of how farmers' perceptions corresponded to temperature and rainfall

data in Nepal was carried out by Yubraj in 2009. Nine in ten of the respondents perceived
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temperature to have increased, while a similar ratio revealed having experienced unpredictable

rainfall patterns in the preceding 10 years. The linear trend analysis of averaged mean

temperature for 1978-2007 showed that temperature had risen by 0.90 C but rainfall was

characterized by large inter annual variability with substantial decrease in the amounts over the

years 2002-2006. Seen from the IPCC definition which says climate change in the real sense

involves changes that persist for extended periods spanning decades and even more, these

changes lasting five years may not be attributed to climate change.

To determine whether expectations lag behind reality on climate change, three

approaches to the analysis have been advanced testing particularly:

• if perceptions are dependent on the years spent by respondents in farming;

• if perceptions are spatially auto correlated (individual respondents' perception can

be validated by the neighbours' responses);

• if perceptions correspond to evidence provided by nearby monitoring stations.

The results showed no significant difference in views expressed by both experienced and

inexperienced fanners, farmers of different age groups and even educational attainments

(Yubraj,2009).

In Katumani, Kenya, farmers attributed declining maize yields to climate change and

reduced rainfall; however, long term rainfall records do not support this perception Cooper et.al

(2009). In Machakos farmers had rated nearly 47% of the seasons as poor, while historical data

indicated that in only 27% of the seasons would maize crop failure have occurred (Cooper, Rao,

Singh,& Dimes, 2009).

Rao et.al(20 11), went a step further to contrast farmer perception from five districts of

Eastern Kenya with analyzed climatic data from the same sites. In a survey that covered the age,

educational attainment and gender of respondents, the perception was that rainfall during long

rainy season was more variable than during short rainy season. However, the climatic records do

not conform to the views.

In Uganda, perceptions of decline in rainfa1l in recent decades have been verified through

comparison with daily climatic records. The records show that while the total monthly and
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seasonal rainfall amount have been stable, the dry spells in months critical to crop development

haveincreased (Ovuka & Lindqrist, 2000), thus leading to partial agreement between perception

and reality from data being realised. The limited time span of the data under study does not

permit to consider this as confirmation of climate change.

Perceptions on climate change among immigrant communities in semi •.arid regions of

NyeriNorth and Laikipia East districts of Central Kenya were studied by Macharia et.al in 2010.

All the respondents were aware of climate change which they felt had influenced their farming.

The 64 members of Nmrutia, Naro Moro and Matanya communities interviewed identified

environmental degradation as the major visible effect of climate change and variability in the

area.Main indicators were erratic and low rainfalls, frequent droughts and dust storms, low crop

yieldsand high day and low night temperatures. In their view, climate change had resulted into

increasedlevels of poverty, food insecurity and changes in biodiversity and security of resources

like water and indigenous trees. Climatic data from Kenya Meteorological department showed

that in the Central region, trends of minimum temperature from 1960 had been increasing with a

magnitude of 0.80-2.00C, while maximum temperature has been increasing with a magnitude of

0.1-0.rc in the subsequent ten years. There had been a general decline with time of rainfall

during the main rainfall season (March to May) as well as during the short season. Also" the

short rains which normally would start in October had shifted to hot and dry months of January

andFebruary (Macharia, Lugadiru, Wakori, & Ng'ang'a, 2010).

The actual climate change in a specific year is described by Ethiopian fanners as a

deviation from the <ideal' level of rainfall (which enables them to have a goodharvest).

However, to them there is no climate change when the rainfall is exceptionally good. This

strongly indicates that the perception of climate change is linked to the utilitarian aspect of

rainfall (Meze-Husken, 2004).

In most of the studies on climate change, temperature is agreed to have increased.

However, no clear cut conclusions have been advanced with regard to rainfall in terms of time of

start, number of rainy days, distribution and mean rain per rainy day. In all studies referred to

above, changes in weather conditions have tended to be associated with crop productivity. In

Kenya and Uganda, farmers classify seasons in terms of the onset and cessation of rainy season

as well as the distribution of rainfall in relation to critical stages of plant growth. There is a
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strong belief that the climate has changed for the worse but evidence for this is lacking in the

corresponding climatic data, Rao et.al, (2011). Apparently, there were no differences in

perceptions between the two genders, among members of various age-groups and levels of

education. In Katumani and Machakos, fanners ascribed changes in farm productivity to

changing rainfall patterns. The assessment of seasons was influenced by the performance of their

main crops. Although there was a decline in maize yields, did was not conform to changes in the

amountand distribution of rainfall as identified by records, Rao et.al, ( 2011).

There have been minimal attempts to simultaneously investigate patterns in rainfall and

temperature events alongside studies on perceptions. Where data on precipitation were available,

annual and seasonal rainfall totals were used while data on temperature available were annual

maximum and minimum means. The methods have been directed towards determination of mean

valuesof annual mean monthly maximum and minimum temperature.

'In this study information on the start of rains and their distribution as revealed in a

survey are analysed; investigation of any shifts in the start, rainfall counts, and amount of rain

per rainy day of interest are carried out and how the yields were over three years preceding the

time of the survey. The perception by gender, level of education, age-group among farmers and

even those not involved in farming are explored. Trends in rainfall, seasonality, extremes and

risk of dry spells are also investigated through an analysis of the data from one central

meteorological station which is within the survey location (Muhoroni Sugar Company).

2.2: Realities on climate change

Surveys on perceptions on climate related scenario often seem to attach more emphasis to

negative events or impacts, leading to biased estimation of the frequency of occurrence of the

negative events. Evidence based on climatic data from the same site as that of the survey would

provide more credible information.

2.2.1: Daily rainfall data

The monthly rainfall time series do not reveal changes in rainfall -either in total amounts

or in seasonal distribution. The shortcoming of using monthly or annual data is that from them

13



we may not be able to detect potential changes of characteristics, such as the occurrence of dry

spellsthat is possible from the daily rainfall data.

Studies on the developments in rainfall events by Stem & Coe (1982) showed that while

daily data may not be independent over periods of a few days, they are virtually independent

over longer periods. In their analysis, the approach included definition of the start and end of

rainsby setting the condition that allowed sowing and successful emergence ofa crop. However,

they were not specific to the requirements of any particular crop.

2.2.2: Start of rains

The start of rains is a climatic event. It is therefore possible to estimate the frequency

distribution of the date of start of the rains and assess the probability of rains starting on different

dates in each year (Stem, 1980). The estimation of the chance of rains starting on different dates

was done by Benoit in 1977. His criterion for the start of the rains was defined to deal with the

'false starts' which occur when rainfall that meets the chosen criterion is followed by .aloag dry

spell.

As highlighted by Stem et.al( 1981), it is necessary to define climatic events like the start

andend of the rains very clearly in such a way that successful planting is possible. The criterion

they suggested was one which incorporates no dry spells of at least 7 days in the month after

sowmg.

Analysis of the start of rains alone may not be sufficient as a guide to the sowing of

crops. Good rainfall may be followed by dry spells that would prevent crop establishment Stem

et.al (1981). It is therefore necessary to calculate the probability of a dry spell of a specified

length occurring within a specified period following a rainy day. This enables the choice of a

plantingstrategy.

This .study considers the main season to start in the months of March or April and end

around mid to end of July. The main seasonal crop cultivated during this time is maize. The

definition of the start of rains incorporates enough rainfall for germination of crops and a dry

spell that does not exceed 7 days after sowing. This would be good enough for establishment fur

a maize crop.
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2.2.3: Modelling daily rainfall data

The chance of rain on any day may depend on whether the previous day had rain or not.

The occurrence of rain is thus treated as a random process analogous to a Markov chain in which

the occurrence of an event only depends on the previous immediate outcome and not history. A

studyof the daily rainfall data for Samaru, Nigeria was undertaken by Stem in 1980. Using a two

part model, he identified the dependence of the probability of rainfall on both whether the

previousday had rain or not as well as seasonality. Stem et al (1981) extended the same on the

start of rains in West Africa in 1981 Stem et.al(1981) and finally Stem and Coe in 1982, fitted

modelsto daily rainfall data Stem et.al(l982)

The underlying assumption is that daily minfall amounts depend on seasonality and

follow a gamma model, with parameters that may depend on the seasonality. The rainy seasons

may be studied in sections for areas where the rainfall distribution is bimodal Stem et.al (1981).

The modelling approach in the investigation of evidence of climate change can be used as

a confmnatory test alongside the descriptive statistics since it identifies even the smallest .

changesin rainfall pattern Kurj iet.al (2005).

This study extends the study by Stem (1980) and incorporates the proposal by Knrji

et.al{20(5). However, we go further to model rainfall data fOTchance of occurrence, risk of dry

spell following planting, mean amount of rain per rainy day and weekly rainfall totals. Also

included is investigation of even small changes in the pattern of rainfall for the 23 years of data

sub-divided into two and then four blocks of years.

2.2.4: Statistical analysis of data

Statistical analysis becomes useful in climatology since it has the primary objective of

identifying systematic behaviour in a data set and has the capacity to reveal periodicity, trend and

persistence of extreme events in any climatic element being analysed (Buchdahl, 1999).

A study by Price et.al( 1999) analysed long term temperature data from stations on the

island of Cyprus and identified increasing trends in the annual mean temperature at both stations.

However, the mean daily temperatures resulting in a decrease in the long term diurnal range was

detected. This was consistent with observations from other parts of the globe, an indication that

the climate of the region was part of a larger climate change occurring over the last century.
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The need for flexibility in the choice of software used in data exploration and analysis

wasstressed by Kurji et.al (2005). Since these are merely tools, they suggest the principle should

be to use the best that may be available at any given time.

To implement all the analysis done by Stem and others, a statistical package, InStat, was

developed and is available and has been used in this study. The latest is the 2006 version (Stem

&Rijks(2006). The package can be used to model among other things, rainfall amounts and in

particular,the mean rain per rainy day because rainfall amounts also depend on seasonality.

From the literature review, not much seems to have been done to incorporate the use of

analysisof climatic data particularly daily rainfall data to validate the results of many analyses of

survey data on perceptions on climate change. Equally, use of modelling of long term rainfall

data is a concept that would be utilised in analysis to complement other methods of analysis. To

a large extent, investigations of trends of events, such as starting dates, monthly rainfall totals

andcounts using similar data are have hardly been undertaken.
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CHAPTER 3: MATERIALS AND METHODOLOGY

3.1: Introduction

This study employs primary and secondary data on perceptions and evidence on climate .

change respectively. Information on opinions has been collected through a survey constitutes

primary data while long term daily rainfall data from Muhoroni Sugar Company's central

meteorologicalstation for 1986-2008 is the secondary data.

This study was carried out using data from the Chemelil and Muhoroni sugarcane

growing regions in Kisumu County of Kenya. Chemelil and Muhoroni areas were chosen due to

availability of long term daily rainfall data from Muhoroni Sugar Company's central

meteerological station. Fanners and all those who are dependent on agriculture from the same

sitewere to provide primary data.

The area is largely a settlement scheme. The inhabitants are mainly small to medium .

scalesugarcane farmers who also grow predominantly maize for subsistence. However, there are

some who don't engage directly in farming and earn are public sector employees while quite a

number traders within the area. Agriculture is predominantly rain-fed and there is one main

cropping season from March or April to mid to end of July. This is the season this study is

focused on.

The soils in the area are of clay type commonly referred to as black cotton soil They

easily get water-logged when it rains and are equally very sensitive to prolonged dry spells as

theybecome quite dry to support plant life. The farmers alwaY$ wi$h fur .dry .spells m December

and January to enable them to adequately prepare their fields for the main cropping seasea, Any

rains in December interfere with land preparation and would therefore adversely affect the

season's output.

Fieldwork initially involved discussions with managements of Chemelil and Muboroni

sugar companies, andespecially the officers in the agronomysections. They undertook to avail

climatic data in their possession for the intended research and had no problem in some of their

staff taking part in a survey if called upon. The study reported was a survey together with the use
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of longterm rainfall data. The survey started in the month of January when piloting of the survey

was conducted by the author using a sample of 60 respondents in the villages surrounding

Chemeliland Muhoroni sugar companies. The full survey was carried out in the months of May,

June and part of July. It involved 405 respondents who were all adults and was conducted by the

authorwho recorded the responses during face to face interviews administered at the household

level. The survey questionnaire included simple questions aimed at eliciting fanners'

understanding and knowledge of farming in the area as well as about the season to season

variabilityof weather and in especially rainfall. The questions focused on perception of climate

trendsand events for the few years prior to the survey.

3.2: Primary data

To elicit the perceptions of the residents on climate change it was necessary to interview

individual on their views. In particular the respondents were asked to give information about

theiropinion on the start, end and length of rainy season and length of dry spells.

3.2.1: Population of the study and sampling procedure

Information from the out growers' manager at Muhoroni Sugar Company shows that the

studyarea has 15,000 to 20,000 farmers.

Sample size was determined as recommended by Mugenda & Mugenda (2003). The

population expected to accept to participate in the survey, p is assigned the proportion 0.5 and

thatwe expect to decline, q = I-p is assigned the proportion 0.5.

Taking 95% confidence interval, 0.05 level of confidence, the sample size, n is given as;-

z'l.
Thesample size n = -;;:-flq, d~ r:

Z. Score = l.96 (for 95% confidence interval), p = q= 0.5 d = 0.05, (d being the level of

. . 1.96%(0.5) (0.5)
significance), where n = (tJ.m;)~ = 384.16

For convenience, 15 villages or areas have been identified as administrative units for

conducting the interviews. Due to time and financial constraints which could not allow

involvement of other enumerators in the survey, non- probability sampling which involved
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drawinga sample from part of the population which is close to hand, (Mbeche I.M, 2004),

conveniencesampling has been used. The other consideration was accessibility of homesteads

fromall weather roads or major feeder roads that traverse the entire area since this time was a

relatively rainy season or inaccessible during period soon after the rains. Interviews were

conducted in a different village every morning. From all the homesteads accessed, each

householdwas visited and adults found there were interviewed subject to the condition that they

hadbeen residents in the area for at least two years.

The researcher personally conducted face to face oral interviews to individual

respondentsand recorded their responses. The time line available for administration informed the

choiceof the respondents. On average, 12 - 15 interviews were conducted on each day of the

weekfrom Monday to Friday between 17th May and 25th July. By the end of the survey, 405

respondentshad been interviewed.

3.2.2: Instruments used in the survey

A questionnaire was used to get perceptions on climate change. It was structured with

questions to determine personal identification of respondents (including: gender, age, level of

edueatioo and occupation), personal experience in farm-ingin the area, knowledge about the

seasonsand personal opinion on the weather conditions relating to having beard about climate

change(if they thought climate change does exist and if it had influenced their farming methods

aswell as any mitigating measures they intend to undertake due to climate change (Appendix 2).

3.2.3: Survey data analysis

The survey data was entered in Microsoft Excel, cleaned and coded then exported to the

statisticalpackage, InStat. For the analysis of the survey data, cross tabulation mainly using two-

waytables were to show frequency of responses and the relationship among the variables under

investigation.

3.3: Secondary data

The entire study began with a visit made by the researcher making inquiries to various

research institutions and sugar millers including the Kenya Meteorological department in search
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of climatic data. Eventually, Muhoroni and Chemelil sugar companies availed data which were

used.

The data consisted of M uhoroni daily rainfall data for 1986-2008 from the Muhoroni

SugarCompany's central meteorological station which was provided in Excel spreadsheet. The

datafor the entire 2001 as well as 1993 May to December are missing. For Chemelil only data

for2000-2009 were available; however, data for most of the year 2001 were missing. 2

The records at the Muhoroni central meteorological office consisted of files from where

the data had been entered from into excel. These were used to check for the accuracy of the

entrieswhich were confirmed to have been correctly done. It was first rearranged to have them in

columns for each year and rows for each day number, cleaned, organized and imported into

InStatafter giving appropriate coding for missing, trace and non-existent values.

3.3.1: Climatic data analysis

The analysis of rainfall data began with exploration involving stacking then exporting it

to GenStat to produce monthly and yearly summaries for trellis plots. The rainfall data was

stackedinto amounts by day and monthly totals and counts calculated for investigation'.

A statistical package, InStat, specially designed for the analysis of climatic data has been

usedalongside GenStat. InStat has features that enable it to make special consideration for 29th

February(day 61) during the non-leap years.

Descriptive statistics and graphs have been used to investigate the rainfall data in order to

establish patterns and trends for evidence of climate change. Analyses include: the start of the

longrains, length of the rainy season, end of the season, rainfall extremes', amount of rainfall at

the start of the rains and total amount of rainfall during the planting! growing season. Markov

chain models are fitted to the occurrence of rainfall, risk of a dry spell of 5 or 7 days after

planting,amount of rainfall per rainy day and weekly rainfall totals.

2 The rainfall data analysis for Chemelil area has not been carried out due inadequate data.

J Occurrence of extreme climatic phenomena like flooding. drought and even heavy rainfall characterized by storms

may signal climate change.
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Start of rains and dry spells

Start of rains is an important event for analysis of rainfall data. We give its definition at

thisstage. This is done for the months of March and April separately.

a) i) the first occasion with more than 20mm of rain in a 2day period after I" March.

ii) The first occasion with more than 20mm of rain in a 2day period after 1st March and no

dryspell of 7 days or more within the following 30 days.

b i) the first occasion with more than 20mm of rain in a 2day period after 1st April.

ii) The first occasion with more than 20mm of rain in a 2day period after 1st April and no dry

spell of7 days or more within the following 30 days.

Long dry spells after the onset of rains may cause crop failure. Of interest is if there's

evidenceof change in length, frequency or spread of the dry spells, or if there any noticeable

trendin the same. Dry spells in the months of March and April are investigated since these are

themonths that residents grow maize, their staple food. Then the risk of a long dry spell in the 30

daysafter sowing is investigated.

Total rainfall during the planting or growing seasea

To analyze the total rainfall during the planting/growing season, we employ the dialogue

Climatic> Summary and get totals from StMar (start of rains in March) to end of season for

March, and from StApr (start of rains in April) to end of season for April.
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Figure 1: InStat dialogue for total rains during growing season

3.3.2: Descriptive statistics

Planting date is an indicator of when the farmers hope to realise a good crop in each

season.We use InStat to investigate the distribution of the planting dates as a means identifying

any shift in time of occurrence. This is done using both box plots and probability plots.

Percentiles (quartiles, median and 20th and so" percentage points) for the occurrence the same

eventsas well as their means are determined as well as the risk of crop failure and their return

periods.The standard deviation (as a measure of variability) and range (as a measure of spread of

the events) are also determined. All the results are expressed in terms of day numbers, which

givesspecific dates of their occurrence.

Time series plots and regression analysis are employed to investigate any trend over the

yearsunder consideration.

3.3.3: Markov chain modelling

Markov chain modelling is employed as a more comprehensive way of determining

evidenceof climate change. The descriptive statistics may not be good enough to answer all our
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questions.It is therefore necessary to incorporate modelling as a confirmatory analysis. While

thedescriptive statistics demand the use of long term records (at least 30 years) to achieve high

precision. It was shown by Sooriyarachchi in 1989 that the modelling approach with records of

20 yearsshould give the same precision as 100 years records with the use of the simple method.

Thisstudy confines its scope in producing graphs only since Markov chain analysis requires

moreadvanced statistical packages that are not available.

If daily rainfall data obtained from meteorological observations is directly used for doing

thedata analysis, then it is called the direct method (Stem & Coe, 1982). This kind of analysis

hassome limitations, such as:

• It needs many years of data;

• It is difficult to change the results of the analysis on a conditional basis (when the

definitionof the characteristics of interest is changed), in which case the analysis has to be done

fromthe very beginning with the raw data

For 30 years daily rainfall data, the direct method suggested by Stem &Dennett (1982b)

hasgiven reasonably good results in describing the characteristics of interest. But, if the same

analysisis planned for shorter data record, the method makes insufficient use of the data.

To incorporate shorter years' records of rainfall as in this study with 23 years of rainfall

dataand avoid running into problem of shortage of data, an alternative method called the indirect

method(Stem & eoe, 1982) is applied. This approach of using statistical models summarizes a

largevolume of data as concisely as possible, by modelling daily rainfall using Markov chains.

Various studies have used the Markov processes for modelling rainfall and have got very

useful results. The indirect method enables fitting of Markov Chain models of different order

(zero, one and two) into the probability of occurrence of rain and mean rain per rain days.

Markov chain modelling within InStat

Markov chain models are fitted to the 23 years of daily rainfall data and then used to fit

curvesto different subsets of the data (see Chapter 5). We apply the Markov chain modelling to

the daily rainfall data over the period 1986-2008, to model: (i) chance of rain; (ii) rainfall
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amounts(mean rain per rainy day); and (iii) weekly rainfall totals. The aim is to compare the

correspondingsubsets to determine if any evidence of climate changes results.

Markov chain modelling is a three-stage analysis which begins with a summary of the

dataprecedingmodel fitting. It uses Climatic> Markov Modelling dialogue.

Stage 1:Preparation

In this stage we identify the data to be used. After opening the Muhoroni daily rainfall

spreadsheet(1986-2008), and then selecting Counts and Totals dialogue box and choosing the

orderof the counts (zero, first or second); we then identify the columns in which the counts are

recorded.This stage involves summary of the data: Appendices 9 and 10 show, for each day of

the year, the number of years when that day was rainy or dry (order zero and order one

respectively).Rain is defined as a day with more than 0.85 mm. Next is the Markov modelling

> Prepare dialogue. It sets up the columns to fit the model and also produces a graph of the
chance of rain.

Figure 2: InStat dialogue for counts and total rainfall

Stage 2: Fitting the model

This produces the fitted probabilities which are indicated in Figure 3 as 'f.r'. It uses the

modelprobabilities dialogue, Markov Modelling> Model probabilities. We choose the order
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ofprobabilities0 and 1. The model has two components. The first component is the set of

equationsthat fit the chances of rain through the year. Here both the chance of rain given the

previousdaywas dry and given it was rainy are considered. Thus there will be two curves to fit.

,I

IIIIDII ds4 I dc4 I ds5 I de5 I U I u esu
·0.9986741 861474E·02l 0,9976432 ·0,0857305 ·0,9963183 ,0.6286086' 0.2360753 ·0.485643
·0.9946999 0.136906111 0.990584 ·01708297 ·0.9853005 ·1,280934 0.2343317 ,0.1124109
·u.~731 0.2045521\ 09788557 ·02546712 ·0,%70277 701137E ·02 0,2325881 0.357744

I

0,9416344 ·0.4161247 ·0.9093075
I I

0.2297051 ·113207411

Figure 3: Fitted probabilities, harmonics and total rainfall

Stoge3:Using the fitted model

Duringthis stage we produce the graphs. The objective is a model that encapsulates all

therelevantinformation from the rainfall data. In this stage we have four options: we model (i)

chanceof rain (Climatic> Markov modelling> Chance of rain); (ii) mean rain per rainy day

(Climatic> Markov modelling> Amounts); (iii) risk of dry spells (Climatic> Markov

modelling> Spells); (iv)weekly rainfall totals (Climatic> Markov modelling> Totals). The

fittingof a single curve corresponds to a zero-order Markov chain. A zero-order chain is one

thathasno memory. The fact that yesterday was dry does not affect the chance of rain today. A

first-orderchain has only one day of memory. If the chain is first-order, then the fact that

yesterdaywas dry may affect (i.e. change the probability) that today is rainy. However, with a

first-orderchain, the extra information that the day-before-yesterday was also dry does not

furtherchange the probability of rain today. With a second-order chain the memory extends two

days,but no more. And so on. In the current version of InStal's the Markov command is limited

to second-orderchains. The chance(s) of rain change depend on the day of the year. This is

allowedfor, by using Instat's regression facilities to fit curves to the probabilities.
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In a climate change scenario, the chance of rain, rainfall totals, mean per rainy days and

dry spells are expected to change. To investigate any variation, we look at data for the whole

period(1986-2008). However, it is also useful to break the data into two and four blocks.
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CHAPTER 4: PERCEPTIONS ON CLIMATE CHANGE

4.1: Introduction

The survey covered adult individuals of different age, education, gender and occupation.

Such factors are generally expected to influence an individual's perception about short and long-

tenn variability in climate. To investigate the perceptions, a number of questions were put to the

residents in a survey through face to face interviews at the household leveL

4.1.1: The composition of the respondents

We show the composition of participants in the survey in terms of age, gender, level of

education. 405 respondents composed of 49% male and 51% female participated in the survey

(Table 1), it in terms of levels of education those with: No formal schooling (29% males and

71% females), Primary school education (41% males and 59% females), Secondary school

education (52% males and 48% females) and College education (61 % males and 39% females).

Table 1: Level of education by gender

Level of education (%)
No

school Primary Secondary College Total
Gender
Male 29 41 52 61 49
Female 71 59 48 39 51
Total 100 100 100 100 100

Looking at the age groups (Table 2), we had those below 30 years (10%), (30-45) years

(18%), (45-60) years (41%) and over 60 years (31%).

Table 2: Level of education by age group
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Level of education
(%)

No
Age group education Primary Secondary College Total
Below 30 2 13 11 8 10
30-45 2 17 21 23 18
45-60 10 36 53 46 41
Over 60 86 34 15 23 31

Total 100 100 100 100 100

4.1.2: The respondents' knowledge on farming in the area

Before asking for respondents' perceptions on climate change, their participation and

knowledgein farming were investigated. The number of those who grow sugarcane by gender,

their knowledge on the start of long rains the previous season among the gender, age groups and

levelof education was investigated.

This being a sugarcane growing zone, the question of who among the respondents grow

thecrop was of interest. 87% of the males and 83% of the females and in overa1185% of the

respondents answered in the affirmative. 13% of all fanners said they were not sugarcane

farmers.Table 3 has the details.

Table 3: Sugarcane farmers by gender

Gender
Do you grow (%)
Sugan;~me? Male Female Total

Yes 87 83 85
No 13 17 15
Total 100 100 100

The fanners' knowledge about the start of long rains in the previous season was sought

(41% males and 59% females) said the rains had begun in February, (45% male and 55% female)

gaveMarch and (54% male and 46% female) said the start had been April.

There is the desire to determine the opinion on the start of rains in March - May season

by gender. We separate into female and male and make observation among the age-groups as

shownin table 4.
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Table 4: Start of long rains by gender

Start of long rains
(%)

Gender
••••"I"!!L

Feb March Total
Male
Female

41 45
59 55

April
54
46

49
51

Total 100 100 100100

There were considerable variations in opinion on the start of the rains among male and

femalerespondents.

Start of rains (%)

Table 5: Start of long rains by age group

Age
group Feb March Total
Below
3D 19
30-45 20
45-60 40
Over 60 21

7
14
30
49

April

8
16
28
48

10
18
41
31

Total 100 100 100100

Table 5 shows the proportions of those who felt rains start in the months of February,

March and April among the various age groups.

4.1.3: Time of planting

We were interested in knowing what those who grow maize as the staple food had to say

about the amount of rainfall in the previous year had been like. Over 95% of the respondents

growmaize in the March -May season. Opinion on the time of planting by amount of rain per

rainyday is displayed in table 7. 94 % the farmers had realized lower amounts of rain per rain

day in the previous year plant when rains start.
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Table 6: Planting time by amount of rain

Amount of rain per rainy
day (%)

When do you plant
In each season? Lower Normal Higher Unaware
When rains start 94 87 75 83
Later after start 6 13 25 17
Total 100 100 100 100

4.1.4: Opinion on climate change by gender

One question of interest was to know if the respondents had knowledge of climate
change.9 in 10 of all the 405 respondents acknowledged having heard about climate change. It

was thought that for various reasons like identifying if equality and access to information .and

interestamong members of both genders, their opinion on whether climate change had actually

occurredwas sought. Table 7 gives the results.

Table 7: Opinion on climate change by gender

In your opinion is there climate change?
(%)

Gender Yes No Unaware Total

Male 84 4 12 100
Female 85 3 12 100
Total 85 3 12 100

85% of all the respondents who had heard about climate change were of the opinion that

therewas climate change. Nearly equal proportions (84% and 85%) of both males and females

felt there was climate change (table 7).
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Cbi-square test for association between Gender and Opinion on climate change

Pearsonchi-square value is 9.21 with 2 d. f

Probabilitylevel (under null hypothesis: Opinion on climate change depends on gender).

P-value= 0.238. This is not significant. Opinion on climate change is associated with gender.

4.1.5: Elements of weather affected by climate change

An open-ended question on which elements of weather would be associated with climate

changewas also asked to the respondents. Respondents were allowed to mention more than one

of the elements.

Table 8: Elements of weather influenced by climate change

Response Counts (%)
Rainfall 364 90
Temperature 113 28
Sunshine 24 6
Disease 12 3
Wind 4 1
Humidity 4 1

The results in table 8 informed the choice to focus mainly on long term daily rainfall data

in this study. However, it was surprising that relatively few respondents mentioned temperature.

4.1.6: Opinion on climate change by education

It is expected that educational attainment should influence awareness on an issue like

climatechange. We therefore asked for the opinion on climate change among the various levels

of education. As shown in Table 9, 77% of the respondents with some education (college,

secondary and primary) felt that ther-e is climate change; on the other hand, a lower proportion

(59010) of those who had no formal education were of the opinion that there is climate change,

Table 9: Opinion on climate change by level of education

In your opinion

is there climate change? (%) College Secondary . Primary
Did not go to
school (%)

Yes
No

80
3

79
2

79
6

59
6

77
4
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Unaware 17 19 15 35 19
Total 100 100 100 100 100

Access to schooling or lack of it is a reality experienced in all areas within Africa. It is

thereforeof interest to determine the opinion of both those who had some education or not on

climatechange.

We test the hypothesis that the opinion on climate change and level of education are

independent.

ChHquare test for association between Level of education and Opinion on climate change.

Ho: Opinion on climate change depends on of level of education

HI: Opinion on climate change does not depend on of level of education

Likelihoodchi-square value is 2.77 with 4 d. f P- Value = 0.597. This is not significant.
Opinionon climate change is independent of level of education.

4.1;7. Opinion on climate cbange by level of education among those who felt dimate

cbangeaffects rainfall

From table 8, 90% of respondents did say climate change influences rainfall. It was
interesting to know how educational attainment and opinion on climate change compare within

thiscategory of respondents.

Table 10: Opinion on climate cbange by level of education among those who felt1liere is
climate change

Inyour opinion
isthere climate
Change?

Level of Education (%)
College Secondary Primary Did not go to school Total

Yes
No
Unaware

86 94
4 0
10 6

88
6
6

84
4
12

89
3
8

Total 100 100 100 100 100
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86%of College, 94% of secondary, 88% Primary school graduates and 84% of those who

did not go to school among those who felt climate change affects rainfall confirm that climate

changebad actually occurred (table 10).

It may be inferred that irrespective of the respondents' educational level, perception of

climate change is biased when it is related to rainfall. This bias might be due to the farmers,

tendency to link bad yields to inadequate or exceedingly high rainfall (as in 2.1.2).

Chi-sqttare test for association between level of education and Opinion on climate change

among thosewho felt there is climate change.

Ho: Opinionon climate change among those who felt there is climate change depends on the
levelof education.
Pearsonchi·squarevalue is 8.00 with 4 d.f and P-value = 0.092. Opinion on climate change and

levelof education are independent.

4.1.8: Opinion on climate change by amount of rain per rainy day

Rainfall amounts and opinion climate change are closely related from respondents'

opinion as seen from table 8. Of interest is how observation on amount of rainfall pet rainy day

andopinioo on climate change relate. The results were: The amounts had been lower, higher and

normal while others were unaware how the situation had been.

Table II: Opinion on climate change by amount of rain per rainy day

In your opinion is there climate change?

Amount of rainfall (%)
per,miny day Yes No Unaware Total
Lower 69 81 86 79
Higher 10 11 3 11
Normal 17 8 11 8
Unaware 4 0 0 2
Total 100 100 100 100

79% (319 out 405) of the respondents had experienced lower rainfall per rainy day in the

year preceding the survey (table 11). 69% of farmers who said there is climate change had

experienced lower rainfall the previous year.
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Hypothesis that the amount of rain per rainy day is independent of the opinion on climate

changewere then tested.

Chi-square test for association between Amount of rain per rainy day and Opinion on
climate change.
Ho: Opinion on climate change depends on the amount of rain per rainy day in the previous two
years.

Pearson chi-square value is 18.00 with 4 d. f P- Value = O.OOland is very significant.

Therefore,opinion on climate change depends on the amount of rain per rainy day in the

previoustwo years.

4.1.9: Opinion on climate change and yields in 3 years preceding the survey

72% of all the respondents had experienced lower yields in 3 years preceding the survey.

73% felt there of the opinion that there were climate changes had lower yields. Most of the

farmers had lower yields. 85% of those who felt there was no climate change also had lower

yields (table 12).

Table 12: Opinion on climate change and yields in 3 preceding survey

In your opinion is there climate change? (%)
Howhave your yields
beenin
thelast 3 years? Yes No Unaware Total

Lower
Normal
Higher
Unaware

73
13
11
3

85
o
8
7

66
9

22
3

72
13
12
3

Total 100 100 100
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Cbi-square test for association between Opinion on climate change and Yield for the 3
years preceding the survey.

Likelihood chi-square value is 6.06 with 2 d.f, (under null hypothesis) p-value = 0.048.

This is not significant. Opinion on climate change and yield for the 3 years preceding the survey

are independent.

4.2: Measures taken to respond to climate change

Realisation of existence of climate change can be manifested by any effort or measure

aimedat responding to live with the same. We therefore have interest in knowing how climate

changehad influenced their farming methods and what they would do about it. Tables 20 and

21bave the results.

Around 76% (307 out of 405) of farmers said that climate change has influenced their

farming methods (table 13). 79% of the farmers who said they had diversified their farming in

response.

Table 13: Bow climate change had influenced farming methods

How has climate change
Influenced your farming method? (%)

Diversified farming 79
Lower acreage under crops 14
Unaware 7
Tom} 100

91% of those whose farming methods had been influenced by climate change were

prepared to take adaptation measures (planting trees, irrigation of their land and change in crops

cultivated) in the next 3 years (table 14).

Table 14:. What they were prepared to do due to climate change

What are you
prepared to do? (%)
Plant trees 78
Irrigate the land 12
Change crop type 1
Unaware 9
Total 100
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78% of the farmers whose fanning methods had been influenced by climate change were

preparedto plant trees in the next three years as a response measure. 12% would irrigate their

land and only 1% would change their crop type (table 14).
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CHAPTER 5: STATISTICAL INVESTIGATION OF CLIMATE CHANGE

5.1: Introduction

Statistical analysis of daily rainfall data from the same site as the survey data has been

donein this chapter to investigate evidence of climate change. The data was initially explored

using descriptive statistics, investigation of trends have been done by use of regression analysis,

analysisof climatic events including the start of rains, Markov chain modelling as well as t-test

forequality of means and analysis of variance (Anova) have been used as a confirmatory tests.

5.2: Descriptive statistics

5.2.1: Trellis plots on monthly rainfalls

This section began with the investigation of variation of rainfall over seasons (months).

This was done by studying patterns during months. Daily rainfall totals and number of rainy days

(counts)for each month are explored using trellis plots.

The daily rainfall data was stacked using InStat to produce two columns of data for

rainfallamounts and dates respectively. The stacked data is then exported to GenStat which was

thenused to calculate monthly and yearly totals and counts. These were used to do time series

analysisby producing Trellis plots for years with months as groups. Trellis plots that included

fittedvalue were incorporated to display any trends. The monthly total were then tested for

trends using general linear regression while generalised linear model were used in expklring

trendsin the rainfall counts.
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IVbnthly rainfall counts 1986--2008
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Figure 4: Monthly rainfall counts 1986-2008
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Trellis plots for rronthly rainfall counts 'IN ith trend lines

Jan Feb Mar
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Figure 5: Monthly rainfall counts with trend lines

(a) Monthly Rainfall counts

Time series analysis of monthly rainfall counts was undertaken by plotting them against

year to investigate any trends. Figure 4 shows trellis plots for the counts. There was variability in

the rainfall counts. Using generalized linear models and treating the counts as binomial

distribution (rain or no rain) and including trend lines (figure 5) no trends were observed.

(I) Generalized linear models total rainy day counts

trends.

Regression analysis of trend was then conducted using generalized linear trends for

Accumulated analysis of deviance

Change
Year
Month
Year Month

d.f.
1

Jl
11

deviance
1.525

327_824
19.036

Mean
deviance

1.525
29_802

1.731

39

deviance
ratio
0.61

11.83
0.69

approx
F pr.

0.437
<.001
0.750



Residual 244 614.427 2.518

Total 267 962.811 3.606

No evidence of trends since the years and months had varying rain days over the period

1986-2008.Equally, there is no evidence of year-month interaction.

(b) Monthly rainfall totals 1986-2008

Trellisplots for monthly rainfall totals were done for 1986-2008 (figure 6).
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(a) Monthly rainfall totals 1986-2008

Trellisplots for monthly rainfall totals were done for 1986-2008 (figure 6).

M>nthly rainfall totals 1986-2008

Jan Feb Mar

3CO

\ ' 1t JJ\r ! '\rll ~/V~
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Figure6: Monthly rainfall totals 1986-2008

The plots display variabi II ty over the period.
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Trellis plots for rTDI'lthly rainfall totals with trend lines

Feb Mar

Figure 7: Monthly rainfall totals with trend lines 1986-2008

The trend lines show no trends in the total rainfall for each of the months during 1986-

2008(figure 7).

Jan

(i) Trend analysis on monthly rainfall totals 1986-2008

Regression analysis of trend on the monthly rainfall totals was conducted.

Analysis of variance
Change d.f. s .s. m.s. v.r. F pr.
Year 1 1 1 0.00 0.988
Month 11 362302 32937 7.66 <.001
YearMonth 11 8926 811 0.19 0.998
Residual 244 1048715 4298

Total 267 1419943 5318
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Year effect are not significant (p-value = 0.988). There is also no interaction between

monthsand years. This shows there is no trend in the monthly rainfall totals during 1986-2008.

Estimatesof monthly rainfall totals and corresponding standard errors are displayed below.

Estimatesof parameters
Parameter
MootbJan
MonthFeb
MonthMar
MonthApr
MonthMay
MonthJun
MonthJul
MonthAug
MonthSept
MonthOct
MonthNov
MonthDec

estimate
110.5
75.5

180.2
207.8
173.7
109.4
112.4
114.6
105.0
113.0
117.9
101.5

s .e.
13.4
13.4
13.7
13.7
13.7
137
13.4
13.4
13.7
13.4
13.4
13.7

5.2.2: Dry spells

We had a look at dry spells in the months of March and April since these are the months

thatresidents of this are grow maize, their staple food. This led to estimating the risk of a long

dry spell in the 30 days after sowing if day 0 was the sowing date that had rain (figure 6).

Number of dry spells Marcb-ApriI1986-2008

The month of March had dry spells of more than 7 days in 11 years, and April in 9 years

(see Appendix 5). This clearly shows that any choice of a potential successful date must put the

possibilityof a dry spell after plant into consideration.

43



Riskof a dry spen of 5 or 7 days in 30 days foRowing planting 1986-2008
1 ~

~
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Day number

Figure 8: The risk of spells of 5 or 7 days in March 1986-2008

We considered a dry spell of 5 or 7 days as the longest that could be allowed for maize

after sowing. Our choice of maize was informed by the fact that it is the main seasonal crop

grown during the March -April season (figure 8).

To determine successfully planting time it is necessary to take into account the chance of

having dry spells of 5 or 7 days on the planting days. The chance of a dry spell decreased from

the 1st of March towards April, and is lowest during April; however, it seems to increase towards

the end of April for the 5 dry spell while that for 7 day dry spell seems constant.

5.2.3: Rainy season: Start, length and end

The results for the start of rains as given in 3.3.1 are shown in figure 7. The two graphs

below show the start of the rains in the months of March and April between 1986 and 2008.

Figures 9 and 10 show the start of rains when dry spells of not more than 7 days are considered

(asdefined in 3.3.1).
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Figure 9: Start of rains in March and April 1986-2008

Start of rains in March and April 1986-2008

I·~I+slA

2000 20051990 1995

Figure 10: Start of rains by year 1986-2008

From both graphs, we observe that the start of rains show a lot of variability through the

years but we cannot identify a trend that may suggest evidence of climate change.
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5.2.4: End of season

As seen in Section 3.3. labove, we deflne the end of the season. The main seasonal crop

forthis area is maize which takes on average 120 days to mature and be ready for harvesting.

The mature crop should then have very low moisture content. This is facilitated when the soil

moistureis as low as possible. Therefore, the definition adopted in this study is: the first occasion

after1st July when the soil water balance drops to zero.

Appendix 6 shows the start end of the rainy season for the period 1986-2008. The end of

theseason was on day 183 (1st July) in 14 of the years, on day 185 (3rd July) in 3 of the years

once on 13th
, 15th and 19th July and missing in 1993, 1994 and in 200l.

5.2.5: Length of the season

We wish to calculate the length of the season. The definition of the start of the rains and

end of the season given in part 3.3 .lis used. The length of the season then is the time between the

startand end for each year (see Table in Appendix 6). The figure below displays the length of the

seasonin days, when dry spells are included (Figure 9).

Length of season with dry speUs considered

120 I +L:I~+L

(5 80e
~ 70
oJ

60

1990 1995 2000 2005

Figure 11: Length of season 1986-2008

The length of the season in the Figure shows a lot of variability and no trend.
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5.2.6: Rainfall Extremes

We often need to know the risk of extreme events like heavy rainfall as they characterize

climate change. To find the maximum values each year, we use InStat

dialogue,Climatic> Events> Extremes. Figure 12 gives the maximum amount of rainfall each

yearand the number of the day in the year when it occurred as well.

Muhoroni Maxima rainfall in 1986-2008 by Year

e100
E

80 .= ..
c:::>
0 60E 1- . ..
("0

140
120

40
20
O·~~~~~~~-+~~~~~~~~~~~~~
1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006 2008

year

Figure 12: Maximum rainfall 1986-2008

We observe the maximum rainfall of more than 100mm in only two of the years (1991

and2006). No trend is observed to suggest evidence of climate change.

5.2.7: Amount of rainfall at the start of the rains

The start of the season is defined as in section 3.3.1. In this case, both the date and actual

total that triggered the start are of interest. The results are displayed in Appendix 4 and in figure
13.
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Rainfall amount at the start of the rains 1986-2008 r=----,

90

80

70

~60
a

50

1990 1995 2000 2005

Figure 13: Amount of rain at start of rains

In both March and April, the amount of rainfall at the start of rains does not display any

patternof either a decrease or increase.

5.2.8:Statistical test on mean of the amount of rainfall

One sample t-test of the data is done for mean being equal to zero, two sample test for

equality of variance of the data during 1986-1997 and 1998-2008 and equality of mean for 1986-

1997and 1998-2008.

(a) One-sample t-test

Variate: Amount of rainfall in 1986-2008

Summary

SaDlple Size
Amount of rainfall 7918

Standard
Mean
3.167

Variance
10077

Standard
deviation

100.4

s. e
of mean

1.128

95%confidence interval for mean: (3.167 - 1.96*1.128,3.167 + 1.96*1.128) = (0.9561,5.3779)
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(bTest of null hypothesis that mean of rainfall during 1986-2008 is equal to 0

Teststatistic t = 2.81 on 7917 d.f

P-value= 0.005

Thisis very significant. The null hypothesis is rejected. The conclusion is that the mean of

rainfall during 1986-2008 is not equal to zero.

S.1.9:Two-sample .t-test

Variate: Rainfall 1986-1997, Rainfall 1998-2008.

(i) Test for equality of sample variances
Teststatistic F = 241. 74 on 3694 and 4222 d.f

P-Value (under null hypothesis of equal variances) < 0.001

Thisis very significant. The null hypothesis is therefore rejected and conclusion of the sample

variancesnot being equal made. This suggests high variability of the data in the two samples.

Summary

Sample Size
RainfaIl1986-1997 4223
Rainfalll998-2008 3695

Standard
Mean
4.339
1.827

Standard
Variance

89
21491

deviation
9.43

146.60

s. e
of mean

0.145
2A12

Differenceof means: 2.512
Standarderror of difference: 2.416

95% confidence interval for difference in means:
(2.512- 2.416*1.96,2.512 +2.416*1.96) = (-2.223,1,247)

(ii) Test of null hypothesis: Mean of Rainfall in 1986-1997 = Mean of Rainfall in 1998-
2008

Teststatistic t = 1.04 on approximately 3720.75 d.f P- Value = 0.299
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This shows there is no evidence to reject the null hypothesis. It can then be concluded

thatthe mean rainfall during 1986-1997 was not significantly different from that during 1998-

2008.

5.2.10:Statistical test for the mean rainfall during the months of March and April in

1986-1997 and 1998-2008

Variate:Mean rainfall in March 1986-1997, Mean rainfall in March 1998-2008.

(i) Test of null hypothesis that Mean of rainfall in March 1986-1997 =Mean of rainfall

in March 1998-2008

Teststatistic t = 1.00 on approximately 11.00 d.f

P-value "'"0.339. There is no significant difference in the mean of rainfall during 1986-1997 and

1998-2008.

(ii) Two-sample t-test

Variate:Mean rainfall in April 1986-1997, Mean rainfall in April 1998.,2008,

Test for equality of sample variances

Teststatistic F == 1.55 on 9 and 11 d.f

P-value = 0.49. This shows that there was n<?significant difference in the variance of mean

rainfallduring April 1986-1997 and April 1998-2008.

95%confidence interval for difference in means: (-2.431, 1.688)

(ili)T-estof null hypothesis: The mean of rainfall in April 1986-1997= mean of raiD fall
in April 1998-2008

Teststatistic t = -0.38 on 20 d.f

Pvalne = 0.711. There was no significant difference in the mean rainfall during April 1986-1997

andApril 1998-2008.

5.3: The distribution of the start of rains

Attention was then turned to the analysis of distribution of the start of the rains over the

period 1986-2008, in order to investigate if there has been a shift in the start of the rains and
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thereforethe planting time over the years, as this could signal climate change. The initial

comparisonstarted with the box plots.

130 _
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Start of rains in IVIarchand April 19~200

Figure 14: Box plot for start of rains in March and April

Figure 14 shows that the start of rains is more variable and is distributed over a higher

numberof days in March than in April. The data is also looks skewed in both months.

Nextis the distribution of the start of rains for each month using probability plots .over the

period1986- 2008.

5.3.1: Distribution of start of rains

(i) 1986.-2008.

Figure 12 shows the probability plot for the start of the rains in March, over the period

1986-2008. Table 15 shows the output displaying mean, standard deviation, 25th, 50th and 75th

percentiles.
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Figure15: Probability plot for start of rains in March 1986-2008

Table15: Output of distribution of start of rains in March 1986-2008

1986-2008

No.of observations
No.not missing
Minimum
Maximum
Range
Mean
Std. deviation
25thpercentile
50thpercentile
75thpercentile

March

23
20
9
121
112
78.8
24.929
64
75
95.5

On average (median), sowing would occur by day 75 (15th March) in the period 1986-

2008.One year in four, they would sow by day 64 (4th March), three years in four they would

sow by day 95 (4th April). The mean sowing date for this month during the period was by day78

(18thMarch) with a standard deviation of24 days (table 15).
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(ii) 1986-1997 and 1998-2008

Next are the box plots of the start of rains during the month of March in 1986-1997 and

1998-2008(figure 15).

Box plot of start of rains 1986-1997 and 1998-2008
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Figure 16: Start of rains in March 1986-1997 and 1998-2008

Starting-date during 1998-2008 was more variable and skewed than during 1986-1997.
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Figure 17: Probability of start of rains during March 1986-1997

54



Table 16: Output of distribution of start of rain March 1986-1997

stmar 1( 1986-1997)
No. of observations 12
No. not missing 10
Minimum 61
Maximum ] 19
Range 58
Mean 79.5
Std. deviation 18.579
25th percentile 62.75
50th percentile 76
75th percentile 91

On average (median), the fanners sow around day 76 (l6th March).One year in 4 they
nd st . ...would sow by day 62 (2 March) and 3 in four years sow by day 91 (31 March) (table 17).

(iii) Analysis of starting dates of rain in March 1986-2008 for trend

The trend analysis of the starting date of rains for the months of March were done using

general regression analysis with starting date as response variate and year as explanatory variate.

Starting date in March 1986-2008

Analysis of variance

Change d.f.
Year 1
Residual 18

s .s.
622.9

6229.6

m.s.
622.9
346.1

v ,r. F pr.
1.80 0.196

Total 19 6852.6 360.7
From the p-value> 0.196, there is no evidence of trend in the starting date of rains
in March during 1986-2008.
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(iv) Distribution of starting date of rains during March 1986-1997 were analyzed by t-test

(a) One-sample t-test

Variate: starting date of rains March in 1986-1997

Summary

Sample
Start March

Size
10

Standard
Mean
79.50

Standard
deviation

18.58

s .e
of mean

5.875
Variance

345.2

95% confidence interval for mean: (66.21. 92.79) = (79.5 - 2.262*5.875, 79.5 + 2.262·5.875)

(b) Two-sample t-test (paired)

Calculated using one-sample t-test with the null hypothesis that the mean starting date of rainfall

inMarch 1986-1997 = mean starting date of rainfall in March 1998-2008.

The distribution of start of rains fur March 1998-2008

Table 17: Output for distribution of start of rains in March 1998-2Q08

No. of observations 11
No. not missing 10
Minimum 9
Maximum 121
Range 112
Mean 78
Std. deviation 31
25th percentile 67
50th percentile 75
75th percentile 105

On average (median), those who said rains start in March during 1998~2008 would plant

around day 75 (15th March),one year in every four they would plant by day 67 (7th March),3years

in every 4 by day 105(l4th April) (table18).
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(a) One-sample t-test

Variate:starting date of rains in March 1998-2008.

Summary

Sample
Startingdate

Size
10

Standard
Mean
86.80

Variance
386.6

Standard
deviation

19.66

s.e
of mean

6.218

95% confidence interval for mean: (72.73, 100.9) = (86.8 - 2.262*6.218,86.8 +2.262*6.218)

(b) Test of null hypothesis that mean of starting date of rains in March during 1998-
2008 = 0

Test statistic t = 13.96 on 9 d. f. t9.0.05 = 2.262

P-value<O.OOl.This shows the mean starting date is significantly different from zero.

(c) one-sample t-test

Variate
Summary

Sample Size
Mar1986-97-Mar1998-08 8

Standard
Mean
-12.50

Variance
813.4

Standard
deviation

28.52

S. e
of mean

10.08

95% confidence interval for mean: (-36.34, 11.34) = (-12.50 - 10.08*2.365, -12.5 +
10.08*2.365)

Test of null hypothesis that mean of Starting date of rainfall in March during 1986-1997

= mean of Starting date of rainfall in 1998-2008.

Test statistic t = -1.24 on 7 d.f

P-value = 0.255. There is no evidence for rejecting the null hypothesis. The conclusion is

that the mean starting date of rainfall during the periods 1986-1997 and 1998-2008 do not differ

significantly.
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5.3.2: Distribution of starting date of rains during April

(i) 1986-2008

Figure 18 shows the probability plot for the start of rains for April, over the period 1986-2008.

Table 18 shows the output also from InStat.

o~------------------------~92

Figure 18: Probability of start of rains in April 1986-2008

Table 18: Output of distribution of start of rain in April 1986-2008

No. of observations
No. not missing
Minimum
Maximum
Range
Mean
Std. deviation
25th percentile
50th percentile
75th percentile

23
21
92
131
39
101.95
11.232
93
97
109
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For those who would sow in April during 1986-2008, on average, (median), they would

sow by day 101 (IO" April). One year in 4they would sow by day 93 (2nd April), 3 in every

4years they would sow by day 109 (lSth April). The mean sowing date was day 101(lOth) April

with a standard deviation of 11 days.

Table 19: Output of distribution of start of rains in April 1986--1997

No. of observations
No. not missing
Minimum
Maximum
Range
Mean
Std. deviation
25th percentile
50th percentile
75th percentile

12
11
92
131
39
102.64
12.73
93
97
113

On average (median), the farmers planted by day 97 (6th April).One year in 4 they would

sowby day 93 (2nd April) and three years in 4 by day 113 (22nd April). The mean planting date

would be day 102( 11April) and the standard deviation 12 days.

(ii) Analysis of starting dates of rain in April during 1986-2008 for trend

Analysis of trend in the starting date of rains for the months of April are done using

general regression analysis with starting date as response variate and year as explanatory variate.

Analysis of variance

Change df
Year 1
Residual 19

S .5.

43.3
2479.7

v.r. F pro
0.33 0.571

m.s.
43.3

130.5

Total 20 2523.0 126.1
With the p-value = 0.571, there is no evidence of trend in the starting date of rains during the

April 1986-2008.
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(iii) 1986-1997 were analyzed by t-test

(a) One-sample t-test

Variate:starting date of rains in April 1986-1997

Summary

Sample
Startin April

Size
11

Standard
Mean
102.6

Variance
162.1

Standard
deviation

12.73

s.e
of mean

3.838

95% confidence interval for mean: (94.05, 11l.15) = (102.6 - 2.228*3.838, 102.6+ 2.228*3.838)

(b) Test of null hypothesis that mean date of start of rains in April during 1986-1997 = 0

Teststatistic t = 26.74 on 10 d. f. tlO,005 = 2.228. P- Value < 0.001. This is significant. The mean

startingdate of rains in April is significantly different from zero.

(iii) Distribution start of rains in April 1998-2008

Table 20: Output of distribution of start of rains in April 1998-2008

No. of observations 11
No. not missing 10
Minimum 92
Maximum 121
Range 29
Mean 101
Std. deviation 10
25th percentile 93
50th percentile 99
75th percentile 107

From table 20, in April during 1998-2008, on average (median), planting would be

around day 99 (8th April), one year in four, they would plant by day 93 (2nd April), 3 years in 4

theywould plant by day 107 (16th April).
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Start of rains during April in 198&-1007 and 1998- .

Figure 19: Start of rains in April 1.986-1997 and 1998-2008

2008.

The start of rains during 1986-1997 was more variable and skewed than during 1998-

(a) One-sample t-test

Variate: starting date of rain April (1998-2008)

Summary
Standard

Mean
101.2

Standard
deviation

9.953
Sample Size
Starting date in April 10

Variance
99.07

S. e
of mean

3.147

95% confidence interval for mean: (94.08, 108.3) = (101.2 - 2.262*3.147, 101.2 + 2.262*3.147)

(b) Test of null hypothesis that mean starting date of rains in April during1998-2008 = 0
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Teststatistic t = 32.15 on 9 d. f. t9 005 = 2.262, .

P-value <0.001. Thus the mean starting date of rains was significantly different from zero.

(e) Two-sample T-test (paired)

With the null hypothesis that the mean of Starting date of rainfall in March

during 1986-1997 = the mean of Starting date of rainfall in March during 1998 - 2008.

(d) One-sample t-test

Variate: Starting date of rainfall in April during 1986-1997 and 1998-2008.

Summary

Sample Size
Apr86-97-Apr 98-08 9

Standard
Mean
2.667

Variance
258.0

Standard
deviation

16.06

S. e
of mean

5.354

95% confidence interval for mean: (-9.680, 16.946) = (2.667 - 2.306*5.354,2.667 +
5.354*2.667).

(e) Test of null hypothesis: Mean starting date of April in 1986-1997= Mean starting
date April 1998-2008

Test statistic t = 0.50 on 8 d.f.t8, 0.05 = 2.306

P-value = 0.632. This is not significant. Therefore, the mean starting date of rainfall

during the periods 1986-1997 and 1998-2008 do not differ significantly.

The risk of crop failure if planting was done in March 1986-2008

It is necessary to determine the risk of crop failure ( therefore repeat planting). It is

assumed that sowing failed if farmers planted without considering dry spells. Appendix 6 shows

the planting dates in each month, when dry spells are not considered and when they are. In the

case when sowing is done in March, the start date that considers dry spells (see column called "st

dry Mar" in Appendix 6) gives the successful sowing date. Hence, the sowing failed each time

the start date without considering the dry spells (called "st Mar") is different from the one that

takes into account dry spells (table 21).
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Table 21: Risk of crop failure in March 1986-2008

Values Counts % Cumulative %
<0
=0
>0

o
11
9

o
55
45

o
55
100

Total 20 100

The risk of crop failure during March is (9/20) or 45%. This means that the farmers

wouldhave to plant again once every 110.45 = 2.2 years. This is the return period, i.e. the time

intervalbetween two crop failures.

TaMe 11: Risk of crop failure for planting was in April 1986-2008

Values Count % Cumulative%
<0 0 0 0
=0 16 76 76
>0 5 24 100

Total 21 100

The risk of crop failure for those who planted in April was (5/21 = 24%), (table 29). This
meansthat farmers would have to repeat planting once every 1/0.24 = 4.2 years. In conclusion,

plantingin March is at risk of experiencing crop failure 4.2/2.2 = 2 times more than in April.

We now look at the risk of crop failure during March and April, separately for the periods

1986-1997and 1998-2008, in order to investigate whether there have been variations in the

patternofthe start of rainfall during the two periods.

The analysis of the risk of crop failure if planting was done in each of the months was

considered. The starting and ending dates of rains during the period 1986-1997 are displayed in

appendix6. The two corresponding dates of start of rain in the month of March were compared.

Eachoccasion the two were different, there was a risk of crop failure. This is the risk that was

measured. TabJe-23 has the results. This process was repeated for each period under

consideration.
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Table23: Risk of crop failure in March 1986-1997

Cumulative
frequency

Values Count % (%)
< 0 0 0 0
=0 6 60 60
>0 4 40 100
Total 10 100

The risk of crop failure for those who said the rains start in March during the period

1986-1997 was 4/10 or 40%. They would have to replant once every (1/0.4 = 2.5): 2.5 years.

The risk of crop failure if planting were done in April 1986-1997

Table 24: Risk of crop failure if planting were in April 1986-1997

Values Count % Cumularive%

<0 1 9.1 9.1
=0 7 63.6 72.7
>0 3 27.3 100

Total 11 100

The risk of crop failure for those who said the rains start in April during the period 1986-

1997was (3/ll) or 27%. They would have to plant again once every (110.273) or 3.66 years.

OUf analysis for the period 1986-1997 shows that those who planted in April were less likely to

experience crop failure than those who planted in March.

We now turn to the analysis of the risk of crop failure if planting was done in each of the

months, looking at the period 1998-2008.
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Tbe risk of crop failure if planting were done in Marcb 1998-2008

Table25: Risk of crop failure if planting were in March 1998-2008

Values Counts % Cumulative%
<0 0 0 0
=0 5 50 50
>0 5 50 100

Total 10 100

The risk of crop failure for those who would plant in March during 1998-2008 was

(5/10):50% (table 25), they would have to plant again once every (l/0.5): 2 years.

The risk of crop failure if planting were done in April 1998-2008

Table26: Risk of crop failure if planting were in April 1998-2008

Values Count % Cumulative%
<0 0 0 0
=0 8 80 80
>0 2 20 100

Total 10 100

The risk of crop failure for those who plant in April during 1998-2008 was (2/10): 20%

(table 26).They would have to replant once every (1/0.2):5 years.

The analysis of the return periods shows that those who planted in April had double

chances of success than those who planted in March during the same period.

Comparison of tbe risks of crop failure for (1986-1997), (1998-2008) and (1986-2008)

Table 27: Comparison of risks of crop failure and return periods 1986-1997, 1998-2008 and
1986-2008

Risk of crop failure
(%) in Return period (years)

Period March April March April

]986-1997 40 27 2.5 3.7
1998-2008 50 20 2.0 . 5
1986-2008 45 24 2.2 4.2
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Table 27 shows that the risk (chance) of crop failure in March during 1986-1997 and

1998-2008 differ by only 10% while that for 1986-2008 is the average of the two. That for April

1986-2008 was 24%. The chance forl986-1997 and 1998-2008 differ by only 7%. March shows

slightly higher recurrence of crop failures than April. Risk for April is lower than that of March

in all the periods. During 1986-1997 crop failure would recur after 3.7 years while it would recur

after 5 years during 1998-2008. Therefore, it seems that the chances of getting better crops

increased during the second period. In general, the month of April was a better month to plant

than March due to high return periods.

'From small differences in the risk of crop failure and the return periods in months of

March and April during 1986-1997 and 1998-2008, only variability in risk of crop failure is

identified. Comparison of distribution of planting dates for those who planted in March for the

periods; 1986-2008, 1986-1997 and 1998-2008 is done next. This is carried using mean, median,

standard deviation, interquartile range and range for the periods under study.

Table 28: Comparison of distribution of planting dates for March 1986-l997, 1998-2008
and 1986-2008

Lower Upper Standard
Period Mean Median quartile quartile deviation Ranm.

19&6-2008 18thMarch 15thMarch 4thMarch 4th April 24days 112days
1986-1997 19th March 16th March 1st March 30th April 18days 58days
1998-2008 18thMarch 15th March 7thMarch 14thApril 31days 112days

Period

Inter-
quartile
range

1986.2008
1986-1997
1998-2008

31 days
29days
38days

In table 28, on average (media), in the periods 1986-2008, 1986-1997 and 1998-2008,

the farmers would plant by 15th
, 16th and 15th March respectively. This gives a variability of

between one. The Planting dates were spread over (standard deviation) between 18, 24 and 31

days.
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The mean, median, s.d (standard deviation) and range for the planting dates do not differ

much in the two periods under analysis.

We then determine coefficient of variation, V of the starting dates for March during the

same periods; 1986-2008, V= 24.929/78.8xlOO% = 32%, 1986-1997, V = 18.579/79.5x 100%=

23%, 1998-2008, V =31178xlOO% = 40%. It is seen that coefficient of variation (CV) is not

consistent, being evidence of higher variability. For April, V for 1986-2008, 1986-1997, 1998-

2008 are; 11%, 12% and 10% respectively which are quite consistent.

Comparison of distribution of planting dates for those who planted in April for the

periods; 1986-2008, 1986-1997 and 1998-2008.

Table 29: Comparison of distribution planting dates for April 1986-2008, 1986-1997 and
1998-2008

Lower Upper
Period Mean Median quartile quartile S.d. Range

1986-2008 10thApril 6thApril 2ndApril 18thApril 1Idays 39days
1986-1997 11thApril 6thApril 2nd April zz= April 12days 39days
1998-2008 10thAprii 8thApril 2ndApril 16th April lOdays 29days

Period

Inter
quartile
range

1986-2008
1986-1997
]998-2008

16
20
14

In table 29 on average (median), the planting date was by 8th and 11th April, giving a

variation of between two and five days. Once in every four years they would plant by 2nd April.

The planting dates were spread over 10 to 12 days (standard deviation). The duration between

the earliest and latest planting dates (range) were: 29 to 39 days.

In conclusion, from tables and comparing mean, median, standard deviation as well as

the range for the planting dates in March and April, we do not observe any shift in the -planting

dates.
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5.4: Markov chain modelling

As described in section 3.4.5, we now apply the Markov chain modelling to the daily

rainfall data over the period J 986-2008, to model: (i) chance of rain on any day and (ii) rainfall

amounts (mean rain per rainy day). Markov chain analysis in this study is mainly by graphical

representation and display of the models.

We first look at the entire period 1986-2008, and then break it into two periods (1986-

1991 and 1998-2008) in order to compare the patterns of rainfalls for evidence of climate

change. If there are significant changes in patterns observed, then this would be evidence of

climate change. We use modelling of orders zero, one and two.

5.4.1: Chance of rain

(i) Chance of rain order zero

Order zero simply considers what happens on any day irrespective of the state of rainfall

in the preceding day. The data for rainy and dry days are displayed in table in Appendix 9. The

Appendix shows that during 1986-2008, 8 of the years had rain on day 1 while 15 of the years

were dry; 5 of the years had rain on day 2, while 18 of the years were dry among others.
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Probabilityb of rain order 0 1986-2008
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Figure 20: Probability of rain order 0 1986-2008

ANOVA for regression oflog r on sine, cosine, sine' and cosine"

F-
Source d.f SS MS Value Prob.>F
Regression 4 13.75 3.44 47.05 0.000
Residual 68 4.97 0.73
Total 72 18.71

Model for chance of rain:

log, 1= -0.11sine + 0.38 cosine - 0.36sine2
- 0.31cosine2 + 0.42

Chance of rain order one

In the previous section, we discussed the zero- order Markov chain

(two dry andcategories of
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Markov chain of order one has one day memory. There are two possible outcomes rain

given the previous day was rainy (r r) and rain given that the previous day was dry (r d). A time

series plot for chance of rain during 1986-2008 is displayed. The table in appendix 10 shows in

how many years each second day was dry or .rainy given the conditions of the previous day; for

obvious reasons of space, the table displays only a section of January (from day 1 to 12i.

Figure21 displays the plots for the period 1986-2008.

5 Hence, the table shows that in 13 of the years the 2nd of January was dry, given that the 1st January was dry (see
column called "d d"), in 5 of the years the 2nd of January was dry given that the I" January had rain ("rd"), and so
forth.
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Probability of rain order1 1986-2008
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Figure 21; Probability of order one 1986-2008

Anova for regression of loge r r on sine, cosine sine2 and cosine/

F-
Source d.f SS MS Value Prob.>F
Regression 4 356.96 89.24 19.51 0.000
Residual 68 311.1 4.58
Total 72 668.06

The current model for the probability of rain given rain has 4 terms (plus constant)

ANOVA for regression of log rd on sine, cosine, sine" and cosine"

Weights: rd

F-
Source d.f SS MS Value Prob.>F
Regression 4 1137.1 284.28 53.06 0.000
Residual 68 364.3 5.36
Total 72 1501.41
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Models for chance of rain order one:

(i) log, IT = 0.14 - O.3sine - 0.04 cosine - 0.27sine2 - 0.2cosine2; ( rain given rain).

(ii) log, rd = -0.82 + 0.07sine + 0.54cosine - 0.29sine2 - 0.28cosine2 + 0.04sine3 ; (rain given
dry).

Chances of rain order two:

There are four possible outcomes rrr, rdd, rdr and rrd.

Probability of rain order 2 1986-2008
. . .. . . .. .. .' .. . . . . .
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Figure 22: Probability of rain order 2 1986-2008
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Models for chance of rain order 2

(i) Chance of rain given rain -rain

Log, fIT = - 0216 sine -O.138cosine - 0279sine2 - 0279cosine2 - 0.182cosine2 +

0.238

ANOV A for regression of log rrr on sine, cosine, sine2 and cosine/

Weights: rr

F-
Source d.f SS MS Value Prob.>F
Regress-ion 4 151.02 37.75 8.31 0.000
Residual 68 309.08 4.55
Total 72 460.09

(ii) Model for chance of rain given dry- dryer d d)

Log.rdd = 0.] 12sine + 0.592cosine - 0.281sine2
- 0.239cosine2 + O.063sine3 -0.953

(iii) Model for chance of rain given dry- rain (rdr)

Log.rdr = -0.05sine + 0.341 cosine - 0.28sine2
- 0.256cosine2

- 0.524

(iv) Model for chance of rain given rain-dry

Loge rrd = -0.366sine + 0.112cosine - 0.214sine2
- 0.226 cosine/ + 0.035

Analysis of the models for evidence of climate change requires moore advanced tools

which is beyond the scope of both InStat and GenStat employed in this study. Therefore, Markov

chain models case could not be carried beyond the graphics.

5.4.2: Mean rain per rainy day

Rainfall amounts depend on seasonality. Rainfall amounts are modelled because changes

in patterns or trends would signal climate change. We model rainfall amounts as the amount of
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rainfall days: the daily totals are summed over 5 day periods to provide reasonably higher values

than for one day (in fact, some days have rainfalls below the threshold level of 0.85mm, and

would therefore be considered as dry days).

Mean rain per rain day (mm) 1986-2008
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Figure 23: Mean rain per rainy day order 0 1986-2008

ANOV A for regression of log, m on sine, cosine, sine' and cosine/

Weights: ram

F-
Source d.f SS MS Value Prob.>F

Regression 4 73.94 18.48 11.2 0.000

Residual 361 595.91 1.65
Total 365 669.85

Addition of four terms to the original to fit the model is significant

Model for mean rain per rain day order zero:

Log, m = -0. 171sine - 0.13 cosine + 0.037sine2 - 0.032 cosine/ + 2.188

Mean rain per rainy day order one 1986-2008
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Mean rain per rainy day order one 1986-2008

Mean rain per rainy ~ order one (mm) 1966-2008
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Figure 24: Mean rain per rainy day order 11986-2008

The mean rain per rainy day order one was highest around day 80 (20th March) during

1986-2008. The mean given rain was higher than that of mean given dry but the maximums

occurred around the same time. The mean given rain depicted bimodal pattern than the mean

given dry.

The model for mean rain per rainy day order one (mean rain given rain)

ANOVA for regression of logemron sine, cosine, sine' and cosine"

Weights: IT

F-
Source d.f SS MS Value Prob.>F
Regression 4 71.04 17.76 9.31 0.000
Residual 352 671.46 1.91
Total 356 742.51
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Mean of rain given dry previously

ANOVA for regression of loge md on sine, cosine, sine2 and cosine".

Weights: rd

F-
Source d.f SS MS Value Prob.>F
Regression 4 24.56 6.14 3.08 0.02
Residual 353 703.5 2
Total 357 287

Addition of four terms to fit the original plot is not significant.

Model for mean rain given dry

Loge md = -0. 178sine + 0.00 1cosine + 0.60sine2 + 0.02lcosine2 + 0.05sine2 + 1.980

Like for chance of rain, analysis of the models for mean rain per rainy day is beyond the

scope of the study underway due need to employ more advanced tools than InStat and GenStat

This part therefore could not be carried on beyond graphical representation.
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CHAPTER 6: SUMMARY, CONCLUSIONS AND RECOMMENDATIONS.

6.1: Intreduction

This chapter brings together the results from the analysis of both perceptions and

statistical analysis of realities on climate change carried out in chapters 4 and 5 and investigates

if these match or not. The farmers in Chemelil and Muhoroni area have strong opinions

regarding climate in the area and are quite explicit about perceived changes especially in rainfall

patterns and events. The respondents were emphatic that there is climate change. In their

understanding, climate change occurs in any season that their yields are poor as a result of
inadequate or exceedingly high rainfall.

6.2:Summary

The survey covered adults (49% male and 51% female) of age groups: below 30 years

(I ()!jo), 30-45 years (18%), 45-60 years (41 %) and over 60 years (31 %), (table 1).

6.2.1: Perception on climate change

(a) Opinioo on climate change among gender

9 in 10 of all respondents acknowledged having heard of climate change. 85 % of both

gender (84% males and 85% of females) were of the opinion that there was climate change (table

7). Chi-square test on association of gender and opinion on climate change showed the two are
independent

(b)Opinion on climate change and the various levels of education

77% of respondents irrespective of their level of education were of the opinion that there

was climate change (table 9). 80% of college graduates, 79% of secondary school graduates and

59% of those with no formal education were of the opinion that there was climate change.

Opinion on climate change and level education were shown to be independent by Chi-square

test.

(c) Opinion on climate change among respondents who felt climate change had

influence on rainfall.
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9 in 10of the respondents said climate change had influence on rainfall (table 8).79% of

respondents had received lower amounts of rainfall in the year preceding the survey. 69% of

those who felt there was climate change had received lower amounts of rainfall in the same

period (table 10). Opinion on climate change was shown to be dependent on the amount of

rainfall received by Chi-square test (after table 11).

(d) Opinion on climate change and yields received in 3 years preceding the survey.

72% of respondents had experienced lower yields in 3 years preceding the survey. Out of

these, 73% were of the opinion that there was climate change (table 12). Opinion on climate

change and yields were found to be independent.

(e) Measures aimed at mitigating prevalence of climate change

79% of respondents had diversified their farming methods due to influence of climate

change (table 13). To mitigate effects of climate change 91% of the fanners whose farming

practices had been influenced by the same were prepared undertake mea.sures which included

planting oftrees(78%) and farming under irrigation (12%), (table 14).

6.2.2: Statistical investigation of dimate dlange

(a) Descriptive statistics

Time series plots of climatic events namely: start of rains in the months of March and

April (figures 7 and 8), length of the season (figure 9), rainfall extremes (maximum rainfall;

figure 10) and amount of rainfall at the start of rains (figure 11) all show variability during the

period 1986-2008 but no trend.

(b) Analysis for trend

Trellis plots for monthly rainfall counts and totals for 1986-2008 showed variability

(figures 4 and 5). The trend lines for the two do not display any trends (figures 6 and 7).

Regression analysis of trend for both monthly counts and totals show the year ·effect was not

significant. This shows there is no evidence of trend in monthly rainfall counts as well as totals

during the years 1986-2008.

(c) Mean rainfall during 1986-1997 and 1998-2008
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The mean rainfall durirtg 1986-1997 and 1998-2008 were not significantly different

(5.2.8).

(d) Mean rainfall for the months of March and April during 1986-1997 and 1998~2008

Equality of mean rainfall during 1986-1997 and 1998-2008 during the months of March

and April were analyzed by t-tests.

The mean rainfall in March 1986-1997 and 1998-2008 were not significantly different

(5.2.9).

The mean rainfall in April 1986-1997 and 1998-2008 were not significantly different

(5.2.10).

(e) Analysis of the starting date of rains in the months of March and April

Analysis of starting date of rains in the months of March during 1986-2008 showed no

evidence of trend, (5.3.1(iii».

The mean starting date of rainfall date of rains in the months of March 1986-1997 and

1998-2008 do not differ significantly, (5.3.1 (v), (cj).

Analysis of starting date of rains in the months of April during 1986-2008 showed no

evidence of trend, (5.3.2 (ii)).

Mean starting date of rains in April during 1986-1997 and 1998-2008 did not differ

significantly, (5.3.2 (iii), (e».

6.2.3: Distribution of the start of rains

Starting dates of rains were highly variable and skewed during both the months of March

and April in the period 1986-2008(figure 14). The dates were even more variable when the data

is broken into 1986-1997 and 1998-2008 (fignre 16).
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The mean starting date of rainfall in the month of March during the periods 1986-

2008,1986-1997, 1998-2008 respectively were: Mean were; 18th ,19th and 18th
. Median were;

15th
, 16th and 15th The standard deviations were; 24, 18 and 24 days (table 28).

The mean starting date of rainfall in the month of April during the periods 1986-2008,

1986•.1997 and 1998-2008 respectively were: Mean were; 10th
, l l" and io". Medians were; 6th

,

6th and 8th
. The standard deviations were; 24, 18 and 24 days (table 29). Evidence from rainfall

data shows variability but not any noticeable shift in the starting date of rains.

6.2.4: Markov Chain modelling

(i) Chance of rain

The chance of rain of orders zero, one and two were modeled and displayed in figures 0,

1and 2. The corresponding models for each are shows alongside each graph.

Addition of four terms to the original of each is quite significant. However, the analysis

of the models for evidence of climate change needs more advanced packages and therefore

included as recommendation for further studies.

(ii)Mean rain per rainy day

Mean rain per rain day of orders 0 and 1 were modeled and displayed in figures 23 and

24. Corresponding models are displayed after each graph. The analysis could not be carried out

beyond graphics due to more advanced tools required which are beyond the scope of both InStat

and GenStat. These are therefore included as recommendations for further studies.
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6.3: Conclusions

From analysis of survey data, the perception between the two gender; among the various

levels of education; those who had received lower rains in the year preceding the survey; those

who had realized lower yields in three years preceding the survey, was that there was climate

change. Opinion on climate change was found to depend on the amount of rainfall received

Climate change had even influenced their farming methods to the extent that they had

considered planting trees and practicing irrigated farming to mitigate effects of climate change.

However, analysis of monthly rainfall counts and monthly rainfall totals over 1986-2008

did not reveal any trends. Analysis of the starting date of rains in the months of March and April

during the period 1986-2008 did not reveal evidence of trend. The mean rainfall during the

periods 1986-1997 and 1998-2008 were found not to be significantly different. The mean rainfall

for the months of March and April during the periods 1986-1997 and 1998-2008 were found not

to be significantly different.

Absence of evidence of trends in statistical analysis of monthly rainfall counts, totals and

starting dates; significantly no difference in mean rainfall in the months of March and April

during as well as significantly no difference in mean rainfall during the pe-riods 1986-1997 and

1998-2008 are enough reasons to conclude that there is no statistical evidence of climate change

in the data in this study.

It is evident from analysis of the survey and daily rainfall data that perceptions and

evidence of reality on climate change in this study did not march..
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6.4: Recommendations

It may be more useful to extend the analyses using climatic data from more than one

station. Any further rainfall based studies should consider investigating the effect of Elnino and

possibly Lanina years. Future studies of rainfall data should incorporate analysis oflonger term

data than was available for this study. Modelling and analysis of rainfall data by Markov chains

as confHmatory test should be carried out in further study of evidence of climate change using

more advanced statistical packages.
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